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ABSTRACT

Technoscientific advancement and the growing relevance of Artificial Intelligence (Al)
in higher education have led to an urgent need for coherent and effective regulations,
considering the differentiated levels of social, cultural, and economic development. This
study aims to compare the regulatory frameworks regarding the integration of Al in higher
education across Argentina, Brazil, Chile, Peru, and Spain, with the goal of identifying the
gaps that need to be addressed in order to incorporate Al into educational practices in an
ethical and responsible manner. A multimodal approach is adopted, combining comparative
education methodology and content analysis to examine the interrelations and variations that
distinguish these contexts from one another. The findings reveal that, while there are shared
needs for the inclusion of ethical guidelines, there are also marked differences in the type,
scope, and implementation of these regulations among the countries. Spain, as part of the
European Union, demonstrates notable advancesin contrast with the South American nations.

KEYWORDS
Artificial Intelligence; Higher Education; Regulatory Frameworks; Comparative Education.

RESUMEN

ElavancetecnocientificoylacrecienterelevanciadelalnteligenciaArtificial (IA)enlaeducacidn
superior han llevado a una necesidad imperiosa de regulaciones coherentes y efectivas sobre
este proceso en ambitos diferenciados respecto de sus niveles de desarrollo social, cultural
y econémico. Este estudio tiene como objetivo: comparar los marcos regulatorios sobre la
incorporacion de la IA en la educacién superior de Argentina, Brasil, Chile, Pert y Espafia;
buscando identificar las brechas que deben ser cubiertas para incorporar la A en las practicas
educativas de manera ética y responsable. Se adopta un enfoque multimodal que combina
una metodologia de educacién comparada y un analisis de contenido para examinar las
interrelaciones y variaciones que diferencian a estos contextos entre si. Los hallazgos revelan
que, si bien hay necesidades comunes en la inclusién de directrices éticas, también hay
marcadas diferencias en el tipo, alcance y concrecién de estas regulaciones entre los paises,
con destacados avances de Espafia como parte de la Unidn Europea en contraste con los
paises de América del Sur.

PALABRAS CLAVE
Inteligencia Artificial; Educacidn Superior; Marcos Regulatorios; Educacion Comparada.
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1. Introduction

Currenttechnoscientificadvance demands thatformative programs remain one step ahead of sudden and constant
changes, with Artificial Intelligence (Al) emerging as a transformative force in diverse educational processes and
stages (UNESCO, 2019; 2024a). In this context, it is crucial to consider the International Standard Classification of
Education (ISCED; UNESCO, 2012), that deals with eight levels of formation of the human being, and positions
higher education from the sixth level, including undergraduate, masters, and doctoral studies. This classification
provides a global educational policy framework that guides educational systems from different latitudes to take
on integral formation from common arrangements and patterns in spite of the singularities and variations in their
indicators of cultural, social, and economic development.

In this sense, the incorporation of Al is indispensable to respond to the demands the levels the ISCED (UNESCO,
2012) establishes, as we cannot ignore its presence and impact in the academic space. For this reason, it is
fundamental to adapt educational programs with the intention of forming professional and agents of social change
who are able to reimagine the future in an undetermined globalized world (UNESCO, 2022b). In this proposal, Al
must be seen as a valuable tool, and not as a threat (UNESCO, 2021b), as, if it is adequately integrated through clear
and viable regulations, it will foster academic formation, contemplating the trajectory of professional formation,
and will avoid potential emerging risks.

In this respect, organizations such as the UN and the OECD have conformed working groups and consulting
councils, in addition to establishing principles, norms, and declarations about Al. The OECD, in particular, has
insisted on harmonizing norms between different jurisdictions (OECD, 2019a; 2021). It is anticipated that, in the
next few years, diverse countries will implement more regulations about artificial intelligence (Centro Nacional
de Planeamiento Estratégico [CEPLAN], 2024). However, failings in the supervision and regulation of these
implementations could limit the benefit of this technology and have a negative impact on society's trust in its use
(Llamas et al., 2022).

The global framework of sustainable development offers a decisive opportunity for social and economic advance
for all countries, grounded in ethical principles that guide the responsible integration of Al (OECD, 2019b). Ethical
guidelines are essential in creating regulatory frameworks that ensure a use of Al that respects human rights and
promotes common wellbeing aligned with the SDG - Sustainable Development Goals (UNESCO, 2015). From this
perspective, neither individual interests nor competitiveness that exclude others in a joint development process
should take precedence, but rather the appropriate action is to channel international collaboration and flexible
governance to achieve pertinent management of the risks and opportunities of Al (Millennium Project, 2023).

In light of this, it is worth highlighting that the European Union has established a regulatory system for the
incorporation of Al into academia, offering clear and convincing guidelines and mechanisms at the level of
educational policy for the group of countries that make it up (European Commission, 2021a; 2021b). This coherence
is congruent with the ideal of unity and common good aspired to by countries with different geographical contexts
and constitutes an opportunity to foster awareness in areas that still need to stamp a sense of urgency with respect
to effective guidelines and the configuration of concrete mechanisms to guarantee an ethical and beneficial
integration of Al into higher education (European Commission, 2022).

More specifically, Spain, part of this study, allows us to gain access to the regulatory framework established by the
European Union (European Commission, 2021c), such as the Artificial Intelligence Law of the EU that has been
translated into twenty-four languages, establishes a level of risk in its application, and already includes instruments
for its measurement. It is, therefore, a regulated law that is serving as a referent for several countries, even from
outside the sphere of its community as its bases guarantee fundamental rights, safety, and ethical principles
(European Commission, 2021d; 2024). The latter shows a necessary opening, understanding the importance of
promoting the advances in all the sectors in which Al is applied, but with limits (European Commission, 2020)
and without dehumanizing the frameworks that have for decades guided the regulations that foster sustainable
equitable development.

However, it is relevant to integrate into the analysis the counterpart of other countries in South America, such as

Argentina, Brazil, Chile, and Peru, among which there is a warning about the need for greater cohesion in terms
of the regulations of the integration of Al in professional formation (Vercelli, 2024). The Mercosur block (of which
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the South American countries included in this study form part) requires the fostering of shared efforts to achieve
common regulation between the countries that make it up and thus, be able to have the frameworks for the
construction of public policies that promote and stimulate economic and social development that is both safe and
integrated in the region (Mercosur, 2022).

In this order of ideas, it is not unexpected that Ibero-American countries that face the age of uncertainty predicted
by Salmi (2017), need to generate intellectual capital to foster development in all its dimensions. In this respect,
World Intellectual Property Organization (WIPO; 2024) underlines the importance of promoting creativity and
innovation, always with a responsible and ethical approach in the use of Al as a support tool. For this reason, it
becomes imperative, at a global level, to search for consensus that establishes limits for the development and
application of Al, recognizing its benefits for humanity, but also recognizing the risks it brings with it in such a way
that it can serve everybody and not accentuate gaps or exclusions of any type (UNESCO, 2021a; 2021c; 2022a).

Considering the aforementioned, it is necessary and opportune to compare the regulations and guidelines of
the countries mentioned in order to carry out a reflexive analysis that offers a panoramic view of the current
state of the regulatory frameworks of each country and how they deal with the issues of emerging global policy.
While these countries possess similarities from existing in common socio-historical and cultural latitudes, they
also encapsulate differences in their levels of economic development from the perspective of the OECD (2019a
2021). However, they share the same challenge of forging educational systems aimed at developing equitable and
accessible opportunities in higher education formation, as dictated by the principles and aspirations of the SDG 4,
that posits more accessible, more equitable quality education for all (UNESCO, 2015).

As a consequence, the integration of Al in higher education requires regulation that is legal, ethical, and consistent
(UNESCO,2024b; European Commission, 2021d), in which the norms are able to align with existing legal frameworks,
guaranteeing theirapplicability and fulfiimentand, at the same time, promoting a positive impactin the educational
community with respect to fundamental rights and the prevention of bias (Pasquale, 2015; European Commission,
2021b). In the same vein, it is relevant that the regulations be able to integrate the necessary adaptations when
faced with technological advances and emerging challenges, ensuring continual supervision and updating that
reflects innovations in the field. This integral approach permits the development of policies that not only protect
the users, but also foster equitable and effective educational surroundings, maximizing the benefits of Al while
minimizing the associated risks.

2. Methods and materials

This research adopts a methodological perspective that integrates comparative education and qualitative content
analysis, permitting an integral and multidimensional vision of the phenomenon under study. Comparative
education is used to analyze and contrast regulatory frameworks and educational guidelines of the different
countries considered in the study (Wolhuter, 2019). Thus, a panoramic framework is provided to examine and
contrast the sources of educational policies belonging to differentiated historical, cultural, and economic contexts
(Bray et al., 2014). This approach is complemented with content analysis, which is a qualitative technique that
facilitates the systematic interpretation of textual data (Krippendorff, 2018).

The objective of theresearchisto compare the regulatoryframeworks fortheincorporation of Alin higher education
in Argentina, Brazil, Chile, Peru, and Spain, seeking to identify the gaps that need to be closed to incorporate Al
in educational practice in an ethical and responsible manner. From this formulation, three questions are asked to
guide the procedures of the hermeneutic exercise that will configure the results and will allow the development
of a more relevant structure and complexity of the content for the comparison: (1) What is the panorama of
future projection and sustainability for Al in higher education? (2) How can the different actors involved make Al
effective, keeping in mind key aspects of its regulation? (3) What similarities and differences exist in the regulatory
frameworks of the countries facing this international scenario?
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3. Results and discussion
3.1 Regulatory panorama of Al in higher education in Ibero-American countries

The results of the comparative analysis of the regulatory framework for the use of artificial intelligence (Al) in
higher education in Argentina, Brazil, Chile, Peru, and Spain reveals a marked diversity of regulatory approaches,
a reflection of structural, institutional, and cultural differences between the countries analyzed. This diversity not
only lies in the existence or absence of specific normative frameworks, but also in the level of formalization, the
stage of development, the link with national strategic agencies, and the degree of articulation with the higher
education system. In this scenario, some countries have managed to design robust national strategies with clearly
defined action plans, like Chile and Spain, while others, like Argentina and Peru, are still found in preliminary phases,
with general policies that lack effective implementation or with fragmented initiatives that do not converge in a
systematic policy.

Inthe sameline, the types of regulation adopted, such as strategies, laws, legislative projects, ministerial resolutions,
or ethical guidelines, configure different levels of advance and regulatory depth, varying from strategic frameworks
without legal obligation to specific binding norms. This distinction allows us to classify the degree of commitment
and operationalization of each country with respect to the incorporation of Al in the academic environment, and
to evaluate the maturity of the existing regulatory ecosystems. This categorization, in turn, facilitates a more
precise comprehension of the challenges and opportunities that each country faces in consolidating effective
governance of Al in university contexts.

Table 1 presents a systematization of the policies, laws, normative projects, and ethical guidelines adopted by
each country, classifying them according to their type of regulation and highlighting the institutions responsible
for their formulation and implementation. In addition, a synthesis is included of each instrument, with special
emphasis in its reach, its relationship with higher education, and is alinement with relevant ethical principles, such
as transparency, inclusion, data protection, and social responsibility. This comparative view not only permits the
identification of the predominant regulatory approaches, it also provides input to evaluate how these frameworks
have a bearing on the integration of Al in universities, revealing the degrees of advance, institutional tensions, and
pending challenges for an effective, safe, and contextualized of artificial intelligence in Ibero-American academia.

Table 1

Regulations and approaches to Al: approximations in the Ibero-American context

Country Denomination Type 9f Synthesis of the norm In_stltutlons
of the norm regulation involved
Argentina CAMIA was created to provide consulting and .
P X .~ Secretariat
Argentine promote the development of artificial intelligence in

Argentina, facilitating collaboration between business, ©f Strategic
government, and academic sectors. Established in the Business of the
National Office of Knowledge Management, it seeks Presidency of
(CAMIA) to develop activities in research, human resources
formation, and public policy.

Multidisciplinary Resolution
Center of Al 90/2021

the Nation

TINA was designed to improve the communication
between the Argentine government and the citizens,

Secretariat

TINA (Chatbot providing virtual assistance and facilitating access to of Public
of the State of Resolution information and public services. Integrated with "My Innovation
14/2022 Argentina”, TINA contributes to the incorporation of (2022)

the Nation) artificial intelligence in higher education by offering
support to students and academics through digital
platforms like Facebook Messenger and WhatsApp.
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Strategic
document of The National Plan of Artificial Intelligence establishes
public policy a framework for the development and regulation
. (doesnothave  of Al in Argentina. It is focused on formation and .
National Plan legal basis training in Al, the development of capabilities Presidency of
of Artificial . N . . . ' the Nations and
Intelligence fand needs to ethics, and r.eg.ulatlon,. multl—sectorlal.coIIaboratlor\, other relevant
(2019) mcqrporate and economic innovation. It seeks to integrate Al in institutions
additional diverse sectors, including education, with the aim of
norms for its positioning Argentina as a leader in the responsible
implementation) use of this technology.
Brazil Drives the development of Al through training,
research, and application in diverse sectors. Even Secretariat of
Brazilian though it is not directly centered on higher education, Digitalization
Strategy of it fosters collaboration between universities and Policies of
Artificial S industries, supports the formation of talent in Al, the Ministry
Intelligence trategy and stimulates innovation, potentially benefiting of Science,
(EBIA) educational institutions in their plans and projects. Technology,
2021 However, it faces challenges in terms of resources, and Innovation
fragmented implementation, and political obstacles (MCTI) of Brazil
that limit its efficacy.
National
Congress of
Establishes guidelines for safety and ethics in the use Brazil
. R of Al. Although it is not centered in higher education, it
Law Project N . . . N
5 051 of 2019 Law Project can mﬂugnce hon universities |mpI§ment anq develop
research in Al, taking to the adaptation of curricula and
the integration of ethical practices.
Promotes a national strategy for Al, fostering the National
Law Project N° Law proiect collaboration between government, industry, and CO”QFGSS of
210f 2020 proj universities, which could integrate universities more in Brazil
the development and regulation of Al.
The project establishes parameters for security and .
. R - . . L National
Law Project N L . transparency in Al, which could encourage universities
872 of 2021 aw project to adapt their programs and foster alliances with Congress of
. P prog Brazil
industry.
Chile Chile leads the region in the Latin American Al Index,
highlighting significant advances since the publication .
. . - - National
of this policy. These advances include the creation of C o
National Policy the National Center for Artificial Intelligence (CENIA), ]C()An1n;:c{s§|c|>n
of Artificial National the assignation of doctoral scholarships in Al by ° lT.“ cia
Intelligence strategy ANID, the launch of 5G networks, the first doctorate Intelligence
. . . . . . (CENIA).
2021-2030 in Al in Chile and Latin America, and the Ethical Supervisin
Algorithms Project. The areas highlighted include body. 9

data infrastructure, development of advanced human
capital, research, and connectivity.
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Science,
Technology,
Knowledge, and
Innovation Plan
2021-2030

Systems of
Artificial
Intelligence,
Robotics,
and Related
Technologies

Lineaments

for the ethical
and responsible
use of artificial
intelligence in
the public sector

2023

National strategy

Law project

Guidelines

The strategy highlights the integration of Al in higher
education as a key component for scientific and
technological advance in the country. It focusses on
updating university curricula to include advanced
formation in Al, promoting the training of human
capital in this technology. Furthermore, it fosters the
creation of specialized programs and collaboration
between academic institutions and the private sector.
The policy alsoemphasizesinvestmentininfrastructure
and resources for research in Al, ensuring that Chilean
universities are equipped to lead in this emerging field.

Establishes a framework to guarantee the ethical and
safe development of these technologies. It includes
guidelines about transparency, data protection
and safety, and promotes collaboration between
universities and industry to support formation and
research in Al and robotics.

Establishes guidelines for the ethical and responsible
use of artificial intelligence in the public sector.
Directed at directors of public services, it deals with
key aspects such as inclusion, transparency, privacy,
and data security.

Ministry of
Science,
Technology,
Knowledge, and
Innovation

National Agency
of Artificial
Intelligence
(ANIA).

Ministry of
Science,
Technology,
Knowledge, and
Innovation of
Chile

Peru
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Law 31814 that
promotes the

use of Al in favor

of economic Law
and social
development.

July 5th, 2023.

National
Strategy of
Artificial
Intelligence
(ENIA) 2021-
2026

Strategy

National Action

Plan for Science,
Technology, and
Innovation 2021-
2025

Strategy

Article 2 of the law underlines that promoting digital
talent and the integration of emerging technologies,
including artificial intelligence is in the national
interest in Peru. It highlights that Al must be used
to improve key sectors like higher education, public
services, health, and security, in order to contribute to
the social and economic wellbeing of the country.

ENIA seeks to foster innovation and development in
Al to improve public services and support sustainable
development. It focusses on training professionals,
establishing ethical regulatory frameworks, and
encouraging research. The strategy promotes
collaboration between governmental and academic
entities and the private sector, with the aim of raising
the competitivity of the country and maximizing the
social benefits of Al.

Promotes the integration of artificial intelligence
in higher education through the strengthening of
research and development in advanced technologies.
It highlights the need to form specialized human
capital, update curricula, and improve technological
infrastructure. In addition, it fosters collaboration
between academic institutions and the private sector
to apply Al in education and other key areas, adapting
educational policies to incorporate new technologies.

Congress of
the Republic of
Peru.

Ministry of
Production and
the National
Council of
Science,
Technology, and
Technological
Innovation
(CONCYTEC).

National
Council of
Science,
Technology, and
Technological
Innovation
(CONCYTEC).



REX

REVISTA DE ESTUDIOS Y
EXPERIENCIAS EN EDUCACION

DOI: https://doi.org/10.21703/rexe.v24i56.3159

2025 P4gina 282-300

Agreement
with UNESCO
to implement

Inter-
institutional
agreement or

This methodology, based on the Recommendation of
UNESCO on the ethics of artificial intelligence, aims to
evaluateandstrengthenthe governance andregulatory
frameworks of Al in the country. The agreement offers
tools to guarantee that the implementation of Al will

Evaluation of memorandum of be done ethically and responsibly, although specific UNESCO
Preparation understandin lineaments are yet to be published for its application
Methodology 2024 9 in higher education. This effort seeks to prepare
(RAM) Peru to integrate Al in an effective manner in diverse
sectors, thus improving its capacity for adaptation and
technological governance.
Spain Promoted by the Spanish government, this strategy Ministry of
National establishes clear objectives for Al and the Data Y
- o . . Economic Issues
Strategy of Economy, with a specific focus on the university and Diaital
Artificial National strategy environment. Its sixth strategic axis is centered on 9 .
. - . . Transformation,
Intelligence guaranteeing an ethical and normative framework that
. . Government of
(ENIA) reinforces and protects human rights and guarantees Spain
inclusion and social wellbeing. P
,SApaerl]'llshfor the Creation of the Spanish agency for the Supervision of
SS erv%sion Law 22/2021, 28"  Artificial Intelligence to anticipate and prepare to take Government of
of,irtiﬁcial of December on obligations and responsibilities imposed by the Spain
. Regulations of the European Parliament.
Intelligence
Project Government
School of . Promotes computational thought in all non-university of Spain,
Computational . : . Autonomous
Thought Resolution educat|onzf1l stages through thg Pro;ect «.School of Community
and Artificial Computational Thought and Artificial Intelligence». of The Canary
Intelligence Islands
Approximately 180 academics and university European
CRUE Spanish Strate technicians are analyzing the impact of Al in university University
Universities gy teaching, research, and management. Responsible use Association
of Al in higher education. (EUA)
High Council By the CSIC, this project will offer services to improve
S European L European
of Scientific . the development of models and applications of .
project Community

Research (CSIC)

artificial intelligence for the research community.

In the area of Al in Ibero-American countries, the regulatory panorama has experienced a significant evolution
with the passing of the years. While some countries have consolidated robust strategies, and put them into
practice, others face challenges in the implementation of effective policies. This disparity in the advance reflects
the differences in national approaches towards the integration of Al, from the formulation of policies to putting
them into practice. In the following section, an explicative synopsis is presented of these regulatory frameworks
that makes it possible to see how each country has dealt with the regulation of Al, highlighting their levels of
advance, challenges, and future perspectives in the implementation of strategies for artificial intelligence in higher
education.

Argentina: Standstill in the implementation

Argentina, which in 2021 was classified with a developed Al policy with uncertain implementation, has shown
little practical advance (Vercelli, 2024). Even though the Artificial Intelligence Plan published in 2019 continues to
be a reference document, the lack of a solid institutional framework has impeded significant development. The
situation in Argentina continues to be challenging, with limitations to advance beyond the initial planning (Ruiz,
2021).

In spite of the initial efforts to promote the use of Al, as evidenced in the creation of the Argentine Center for

Al (CAMIA), the implementation of the TINA chatbot, and the National Plan of Artificial Intelligence (2019), the
country still faces the lack of a clear and specific regulatory framework. CAMIA and TINA represent significant
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step towards the promotion and application of Al, but do not constitute an integral national policy. The absence of
specific regulations for Al implies that the integration into higher education may be inconsistent and depend on
individual initiatives instead of being supported by coherent public policies.

Although the National Plan of Artificial Intelligence seeks to foster formation and training in Al, as well as the
development of capabilities and multi-sectorial collaboration, the need still persists for Argentina to further
centralize its own regulation initiatives and stop focusing on foreign realities (Vercelli, 2024). Despite the interest
in aligning with international standards, like the UNESCO recommendations on ethics in Al, the concrete
implementation of these recommendations at a national level continues to be a challenge. This vacuum in the
regulation reflects the complexity in establishing a regulatory framework that respects both human rights and
national sovereignty, limiting the capacity of the country to implement Al effectively and sustainably in the area
of education.

Brazil: From the promise to the challenges

In spite of its promising beginning in 2021, Brazil has faced difficulties in the effective implementation of its
Brazilian Strategy of Artificial Intelligence. The strategy, which is in the process of implementation, has been
affected by political obstacles and changing priorities, limiting its advance (Ruiz, 2021). Brazil is now found in a
stage of uncertain implementation, requiring renewed efforts to consolidate its Al policy.

While it does have research centers in Al, Brazil faces legislative challenges and a lack of willingness to implement
clear public policies. EBIA, published by the Ministry of Science, Technology, and Innovations in 2021, includes
three transversal axes (legislation, regulation, and ethical use) and six vertical axes (education, work, training,
entrepreneurship, production, and security). However, the lack of budget resources to develop these axes limits its
practical implementation, leaving it on the plane of intentions without concrete implementation.

On the other hand, although the Law Projects N° 5.051 of 2019, N° 21 of 2020, and N° 872 of 2021 in Brazil are
centered on the general regulation of Al, it is possible to visualize possible implications for higher education.
According to that reported by Pimentel (2023), there are some law projects that make up important regulations
that could be beneficial for the advance of the regulatory plan of the country. One of these is Law Project N° 5.051
of 2019, which establishes guidelines for Al safety and ethics, that could lead to universities adapting their curricula
to align with these norms, promoting an academic formation that reinforces ethical practices in research with
Al. For its part, Law Project N° 21 of 2020 fosters the creation of a national strategy and a consulting committee
that includes collaboration between the government, industry, and universities, in this way incentivizing greater
academic integration in the formulation of combined policies and research projects. Finally, Law Project N° 872 of
2021, by establishing parameters for legal security and transparency, can motivate universities to develop programs
that meet these standards and strengthen alliances with industry in the formation and technological development
of Al. Altogether, even though they do not specifically focus on higher education, these laws can significantly
influence the way educational institutions deal with teaching, research and collaboration in the field of artificial
intelligence.

Chile: A leader in the region

Chile has advanced considerably, consolidating its position as a leader in the region in terms of Al regulation and
strategy, standing out for its focus on governance and strengthening capabilities. The Chilean National Strategy
for Artificial Intelligence has been formalized and put into practice, marking noteworthy progress in the integration
of Al'in public policies and in technological development (Ruiz, 2021).

In this country, the regulatory development of artificial intelligence has been a process in evolution, with the
National Policy of Artificial Intelligence, formalized through Decree 20 of the Ministry of Science, Technology,
Knowledge, and Innovation in December 2021, as the main instrument at a national level (BCN, 2021). This policy
establishes guidelines in social, economic, and formative aspects, prioritizing the wellbeing of people, sustainable
development, inclusion, and adaptation to global surroundings in constant change. Recently, this instrument has
been updated, having as its focus “technology at the service of people, centered on principles of ethics, inclusion,
and responsibility” (Gobierno de Chile, 20243, p. 5) and includes an Action Plan to ensure the coordinated and
effective implementation of the policy through 177 initiatives distributed among 14 ministries (Gobierno de Chile,
2024b).
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In parallel, the National Congress has presented different law projects, highlighting the one that seeks to regulate
the "Artificial intelligence systems, robotics, and related technologies”, with the objective of protecting citizens’
fundamental rights and establishing an integral legal framework for its development and use in the country
(Cédmara de Diputados y Diputadas, 2023).

On the other hand, the Chilean Government has emitted Circular 711 that provides lineaments for the ethical and
responsible use of artificial intelligence, directed at directors of public services and focused on aspects such as
inclusion, transparency, privacy, and data security (Ministerio de Ciencia, Tecnologia, Conocimiento e Innovacion,
2023). This initiative reinforces the commitment of the country to the ethical implementation of artificial
intelligence in public administration, complementing this with the current legislative efforts for an integral
regulation of this emerging technology.

Peru: A promising takeoff

The adoption of Al in Peru is in its first stages, but it shows a growing interest and emerging capability. While Peru
has taken some promising initial steps, it still does not have a clear and complete set of regulations to govern the
use of Al in higher education. Law 31814 establishes programs to ensure its ethical and responsible implantation
in educational institutions to improve educational services and learning processes (Congreso de la Republica del
Peru, 2023).

The National Action Plan for Science, Technology, and Innovation 2021-2025 (CONCYTEC, 2021) is fundamental
in this context as it promotes the integration of Al through the strengthening of research and development, the
formation of specialized human capital, the updating of curricula, and improvement in technological infrastructure
(CEPLAN, 2021). In addition, the National Strategy of Artificial Intelligence (ENIA) 2021-2026 seeks to encourage
human talent in Al and scientific research, reducing the gender gap in formation programs in Al and fostering
collaboration between academic institutions and the private sector for its application in education, among other
key areas.

In parallel, Peru has signed an agreement with UNESCO in 2024 to implement the Evaluation of Preparation
Methodology (RAM), based on the recommendation of UNESCO for ethics of artificial intelligence. This agreement
aims to evaluate and strengthen governance and the regulatory frameworks of Al in the country, providing tools to
guarantee an ethical and responsible implementation (UNESCO and Gobierno de Peru, 2024). Although specific
lineaments for its application in higher education have not been published, this effort seeks to prepare Peru to
integrate Al effectively in diverse sectors, improving its capability of adaptation and technological governance.

Spain: Advanced strategies in the regulation and application of Al in higher education

In Spain, the regulatory framework of Al is integrated into the National Strategy of Artificial Intelligence, which
is part of the Digital Spain Strategy 2025. This strategy, promoted by the Spanish government, establishes clear
objectives for Al and the Data Economy, with a special focus on the university area. Approximately 180 academics
and university technicians are analyzing the impact of Al on university teaching, research, and management,
aligning these efforts with the document of the Committee for Learning and Teaching of the European Universities
Association (EUA) on the responsible use of Al in higher education.

Digitalization in all educational activities is a reality that brings with it changes in the process of teaching-learning
in all education stages, but with greater relevance in higher education. For this reason, in the effort to generate
guidelines for the use of Al in education, Spain has designed strategic plans, normative resolutions, and law decrees,
supported by institutions like the High Council of Scientific Research (CSIC), which leads the European AI4EQOSC
Project, and the CRUE Spanish Universities (2023) that lends support in the universities’ process of digitalization
to the Teaching and Learning Committee of the European Universities Association (EUA).

In terms of the strategic plans and agency for the supervision of Al, the Digital Spain Agenda 2025, encourages
the use of Al though the National Strategy of Artificial Intelligence (ENIA), which is aligned with the objectives
of the Agenda 2030 and with the recommendation of the OECD (2019b). Its sixth strategic axis is centered on
guaranteeing an ethical and normative framework that reinforces and protects human rights and guarantees
inclusion and social wellbeing (Ministerio de Asuntos Econdmicos y Transformacién Digital, 2020).
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In the same vein, to establish rules for the use of Al, the Spanish Agency of Artificial Intelligence Supervision
has been created, passed by Law 22/2021 of General State Budgets for the year 2022, whose aim is to anticipate
and prepare for the taking up of obligations and responsibilities imposed by the Regulations of the European
Parliament. In educational terms, Spain has implemented the resolution of the 10" of May 2021 (Ministerio de
Educaciéon y Formacidén Profesional, 2021) that promotes computational thought in all non-university educational
stages through the project «School of Computational Thought and Artificial Intelligence». This approach ensures
that the student body receives adequate formation in Al from early stages, preparing students for the rigorous
and ethical use of Al. Universities, in turn, will provide researchers with the knowledge and resources necessary to
foster research and innovation in Al.

3.2 Projection and sustainability for the future considering regulatory flexibility

To guarantee an effective and ethical integration of Al in higher education in Ibero-America, it is essential to
promote initiatives that allow its procedural implementation. The evidence of this study demonstrates that
regulatory flexibility is a relevant strategy in this purpose, assuming possible regulation options such as the Sunset
Laws, Regulatory Sandboxes, and Safe Harbor (Araya, 2020). In this respect, the European Union has known how to
adopt and adapt these principles to foster technological innovation and deal with current challenges that include
Al

The first framework, the Sunset Laws, are characterized by their temporality. These laws include a date of
preestablished repeal that obliges lawmakers to reevaluate their efficacy at the end of defined period. This
mechanism of reevaluation permits a continual adaptation to technological advances and eliminates barriers
to innovation (Lépez, 2021). In the context of higher education, the Sunset Laws facilitate the adoption of new
educational technologies without the risk of facing out-of-date regulations. Furthermore, they stay relevant
and effective through a mechanism of constant evaluation. In countries like Spain, the Sunset Laws have been
successfully implemented to foster innovation in diverse sectors (Lépez, 2021). However, in South America, the
adoption of these laws is less common, although a certain level of growth is visible. Argentina, for example, has
shown interest in implementing similar schemes to regulate emerging technology, although in a more limited way
(Ruiz, 2021). In Brazil, regulatory flexibility has been manifested in laws that seek to adapt to the changing needs
of the technological sector, even while the Sunset Laws have not been fully adopted. In Peru, the incorporation of
similar mechanisms is in the discussion and development phase and in Chile there is a significant advance in these
incorporations, with proposals to integrate flexible approaches that can be adapted to the speed of technological
change (Ferrada & Irarrazaval, 2018). Considered together, the adoption of the Sunset Laws in these countries
could contribute significantly to the modernization of the regulation of higher education, ensuring the guidelines
fit emerging technological innovations.

The second framework, the Regulatory Sandboxes, offers a surrounding of controlled experimentation that allows
innovative companies to operate under specific temporal restrictions. This model facilitates pilot programing of
new Al applications in safe surroundings, without the fear of not meeting established guidelines. For universities,
the Regulatory Sandboxes provide a space where they can implement and evaluate new technologies gradually,
promoting a progressive comprehension and adaptation to the regulations (Ferrada & Irarrdzaval, 2018; Guthrie,
2024), ensuring a safe and efficient takeoff of Al technologies in the academic area. Countries like Chile are
advancing in this direction, with Regulatory Sandbox initiatives for fintech and other emerging technologies.
However, in the case of Brazil, there was an advance but it requires greater sustainability within the current
parameters (Ferrada & Irarrazaval, 2018). In Argentina, the concept has begun to be explored, particularly in the
area of financial innovation (Araya Paz, 2020), while in Peru, even though it is still in initial stages, proposals are
being evaluated for creating sandboxes in strategic sectors. In Spain, sandboxes have been successfully used in
the financial sectors, which could serve as a model for their implementation in higher education (Lépez, 2021).
The adoption of Regulatory Sandboxes in these countries permits educational institutions to experiment with
new Al technologies in a controlled and safe manner, facilitating their effective and regulated integration into the
academic environment.

The third framework, the Safe Harbor, is presented as a legal disposition that exempts Al developers from
responsibility under certain conditions. This model establishes specific requirements, such as monitoring
mechanisms, emergency pauses, and continuous support to provide legal safety to the manufacturers and
developers (Araya, 2020). In the area of education, the Safe Harbor protects institutions that develop orimplement
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Al solutions, encouraging innovation while guaranteeing safety measures and a responsible use of emerging
technologies. The European Union has widely adopted the Safe Harbor model in diverse sectors, including
technology and data protection sectors. Chile has advanced in the implementation of Safe Harbor dispositions
in its legislation on intellectual property rights and telecommunications (Rodriguez, 2021). In Brazil, the concept
is present in the regulation of internet services, while in Argentina and Peru, although not as developed, there are
debates and proposals for the introduction of Safe Harbor in sectors such as electronic commerce and technology
(Pérez, 2022). Spain, for its part, has implemented dispositions of Safe Harbor in the area of intellectual property
rights and data protection, which could be extended to the context of artificial intelligence (Gédmez, 2020). The
adoption of the Safe Harbor model in these countries provides a flexible and safe regulatory framework that
fosters innovation in higher education, at the same time guaranteeing responsibility and safety in the use of Al
technologies (Almeida y Ribeiro, 2023; Zohar y Twaig, 2019).

Together, these three flexible regulation frameworks offer an integral approach to managing artificial intelligence
in higher education, facilitating innovation and ensuring a safe and adaptive environment when faced with rapid
technological changes.

3.3 Panorama of incorporation of Al in higher education from the roles and levels of intervention

The integration of Al in higher education presents opportunities and challenges that require a highly structured
regulation. This regulation must consider the diverse roles and levels of intervention of the actors involved:
teachers, students, educational institutions, and national bodies responsible for educational policies.

e Teachers: Considering that teachers play a crucial role in the implementation of Al in higher education, it
is fundamental that they receive adequate formation in how to use Al tools effectively and ethically in their
educational practice (Markauskaite & Goodyear, 2016). Furthermore, they must be aware of the ethical principles
and norms of data protection associated with the use of Al in order to guarantee that their application in
the classroom is safe and respectful of students’ privacy (Selwyn, 2016). Continuous training and professional
development in the area of Al are essential so that teachers can integrate these technologies adequately into
their teaching methods and research practices.

e Students: The student body is the main beneficiary of the integration of Al into higher education, and thus
it is important that they be educated in the responsible use of Al technologies, including comprehension of
how the algorithms can influence their learning experiences and decision making (Binns, 2022). Educational
programs must include components that teach students about Al ethics, data privacy, and the impact of
technology on society (Zuboff, 2019). In addition, it is necessary to foster surroundings in which students can
express their concerns and suggestions about the use of Al in their educational experiences.

* Educational Institutions: Educational institutions have the responsibility of creating beneficial surroundings
forthe effective integration of Al. Thisincludes the development of policies and guidelines that regulate the use
of Al in teaching and administration, as well as the implementation of adequate technological infrastructures
(Pérez-Ugena, 2024). Institutions must guarantee that the use of Al tools is accessible, safe, and aligned with
educational objectives. Furthermore, it is crucial that monitoring and evaluation mechanisms are established
to measure the impact of Al on educational quality and to adjust the policies whenever necessary (Siemens &
Long, 2011).

* National Bodies: The national bodies in charge of the regulation of higher education must design and apply
policies that guide the implementation of Al in education institutions. This includes the creation of regulatory
frameworks that ensure the ethical and safe use of Al, the promotion of research into emerging technologies,
and the coordination with international entities to follow the best global practices (UNESCO, 2021c). These
bodies must work in the elaboration of strategies and guidelines that include the regulation of Al, the fostering
of cooperation between institutions, and the provision of resources for the formation and development of
capabilities in the educational area (European Commission, 2020).

e Collaboration and Coordination: Effective regulation of Al in higher education requires close collaboration

between all the actors mentioned. The creation of committees or working groups that include representatives
of teachers, students, educational institutions, and national bodies can facilitate coordination and ensure that
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all the perspectives and needs are dealt with (European Commission, 2022). This approach will permit the
development of more integral policies and practices that are adapted to the reality of each institution and
country (World Economic Forum, 2020).

In summary, effective regulation of Al in higher education must take into account the responsibilities and needs of
all the actors involved as it is only through a careful and coordinated integration that it will be possible to ensure
that Al contributes positively to the educational process.

3.4 Similarities and differences in the countries’ regulatory frameworks facing the international scenario

In general, all the countries analyzed show a growing concern for the ethical and social challenges that Al presents,
and the need for an ethical regulation to foster its responsible use (Pasquale, 2015). In this respect, the case of
Spain is relevant as it establishes nation strategies for the integration of Al in its educational systems, placing
emphasis on algorithmic transparency and the formation of human capabilities to mitigate the associated risks
(European Commission, 2021d; Sabsalieva & Valentini, 2023).

In the context of artificial intelligence (Al) regulation in higher education in Ibero-America, it is possible to
observe a notable common approach centered on formation and capacitation, along with shared challenges in
implementation.

- Formation and Capacitation: All the countries analyzed recognize the crucial importance of formation and
capacitation in Al for the development of qualified human capital. In Chile, the National Policy of Artificial
Intelligence (Ministerio de Ciencia, Tecnologia, Conocimiento e Innovacién, 2021) underlines the need for
advanced formation in the field of Al, while Argentina deals with it through the National Plan of Artificial
Intelligence (Presidencia de la Nacién, 2019), that also prioritizes the strengthening of competencies in this
area. Peru, for its part, emphasizes capacitation through the National Action Plan (CONCYTEC, 2021) and
the National Strategy for Artificial Intelligence (ENIA) 2021-2026 (Ministerio de la Produccién & CONCYTEC,
2021), highlighting its commitment to the development of specialized skills in Al. This concern for education
and capacitation reflects a shared understanding that a solid base in Al is essential for technological and
educational evolution.

- Implementation challenges: All of the countries face significant obstacles in the effective implementation of
their strategies in Al. In Argentina, a standstill is observed in the putting into practice of their policies, while
Brazil faces challenges related to political obstacles and the absence of a specific law about Al. These challenges
include limitations in the regulatory framework, lack of budget resources, and coordination problems between
different institutions. These common problems reflect the difficulty of translating Al policies on paper into
reality, a challenge that persists despite the commitment shared with innovation and development in the field
of artificial intelligence.

- On the other hand, notable differences arise between the countries examined that include the regulatory
approaches, implementation, international collaboration, and the specific institutions involved. These
differences are even more evident when considering the regional context in relation to the countries of
Mercosur and Spain, that belongs to the European Union.

- Regulatory approaches: Brazil, along with Chile, began the adoption of a more systematic and consolidated
approach. Brazil has developed a Brazilian Strategy of Artificial Intelligence (EBIA; Ministério da Ciéncia,
Tecnologia e Inovagdes [MCTI], 2021) that, despite facing challenges, shows an attempt to integrate a more
cohesive framework (Sabsalieva & Valentini, 2023), but it did not have continuity. For its part, Chile stands out
for its National Policy of Al of 2021 that was recently updated in 2024 and offers a clear and strategic regulatory
framework (Araya, 2020). This country has implemented a National Policy of Al that clearly articulates the
regulatory objectives and strategies at a national level. In contrast, Argentina faces significant challenges
due to a lack of consistent regulatory frameworks that integrate all aspects of Al, which can limit its advance
(Pimentel, 2023). Peru, even though it is in development with the National Action Plan (CONCYTEC, 2021) and
the National Strategy of Artificial Intelligence (ENIA; Ministerio de la Produccion & CONCYTEC, 2021), is in an
earlier stage and faces challenges in the coordination and execution of its policies. Spain, on the other hand,
has managed to establish a more robust and coordinated regulatory framework in the European context, in
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contrast with the limitations that the countries of South America face (UNESCO and Gobierno de Peru, 2024;
Vercelli, 2024).

- Implementation and Obstacles: The implementation of Al strategies presents significant variations among
the countries. Brazil, in particular, faces important obstacles in implementation due to political and budgetary
challenges that limit the progress of their Brazilian Strategy of Artificial Intelligence. In contrast, Spain has
advanced in the creation of a regulatory framework and a digital agenda aligned with the guidelines of the
European Union, which facilitates the integration of Al in higher education. Peru, on the other hand, is in the
process of strengthening its policies through the National Action Plan (CONCYTEC, 2021) and ENIA (Ministerio
de la Produccion & CONCYTEC, 2021), facing its own challenges in coordination and execution. This disparity
in implementation reflects the different political and economic realities faced by these countries, as well as
the levels of institutional and strategic development. Chile is relevant for being the first country in the region
to stand out for the advance in concretion in the regulatory frameworks.

- International Collaboration: Chile and Peru keep up efforts with respect to international collaboration,
exemplified by the signing of agreements with UNESCO to strengthen their regulatory framework in Al. This
international dimension is less prominent, although not exclusive in other countries in the region, and centers
mainly on the development and implementation of internal policies without such a marked focus on external
collaboration. Countries like Argentina and Brazil, although they recognize the importance of collaboration,
have shown less emphasis in specific international agreements. Spain, in its role as a member of the European
Union actively participatesin global and regional initiatives to harmonize Al policies, which allows it to influence
and be influenced by a wider international framework.

4. Conclusions

The analysis of the regulatory frameworks in Spain, Chile, Peru, Brazil, and Argentina reveals significant variability
in the level of advance and sustainability with respect to global educational policy, represented by the gaps that are
a product of insufficient regulation and different normative levels that do not permit the concrete implementation
of mechanisms to effectively incorporate Al into educational practices. While some countries, like Spain, have
consolidated robust advanced strategies, others, like Peru, are in the initial stages but with promising perspectives.
Chile occupies first place in the region, advancing systematically with the support of specific bodies and policies
aligned with international ethical principles. Brazil, although it showed initial commitment, faces challenges
in the consolidation of a cohesive and robust regulatory framework. The strategy, which was in the process of
implementation, has been affected by political obstacles and changing priorities, limiting its advance. Argentina, for
its part, is in an incipient stage due to instability in its politics and the lack of concretion of regulatory frameworks.
The alinement with international regulations and ethical guidelines, such as those of UNESCO (2021a), the OECD
(2019b) and the European Commission (2021d), is crucial in ensuring the responsible and equitable use of Al in
higher education, highlighting the need for a collaborative and adaptive approach to face the challenges and
make the most of the opportunities that Al offers.

The projection of the future and sustainability with respect to theincorporation of Alin highereducationinthe Ibero-
American countries reveals significant disparities in their development. One important strategy to have considered
is regulatory flexibility, as is the case of Spain and of Chile, who have advanced notably in the implementation of
adaptive regulatory frameworks: the Sunset Laws, the Regulatory Sandboxes, and the Safe Harbor. In this respect,
Brazil faces political challenges that limit its progress in the implementation and regulatory flexibility. On the other
hand, Argentina stays in an incipient phase due to political instability and the lack of clear frameworks. Finally, Peru
shows promising potential, even though it is in the stage of definition and development. The adoption of flexible
regulations is essential to manage the rapid technological evolution and ensure a responsible and effective Al
integration in the academic area to promote innovation and guarantee data protection and specialized formation,
which are critical elements for the advance of higher education in the region.

The key considerations foran effectiveincorporation of Alin highereducation fromthe regulatory frameworksimply
recognizing each role and integrating them synergically. Thus, teachers need continual formation in the ethical
and effective use of Al tools, as well as knowledge in data protection to guarantee a safe and respectful application
in the classroom and in their role as researchers. Complementary to this, students, as the main beneficiaries, must
be educated in the responsible use of Al and a comprehension of its impact, promoting surroundings where they
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can express concerns and suggestions. Additionally, educational institutions must develop policies and guidelines
that regulate the use of Al and encourage it, ensuring adequate technological infrastructure and establishing
mechanisms to monitor and evaluate the impact on educational quality. In this way, national bodies represent an
integrating sector for the policies generated and, thus, it is necessary that they responsibly take on the creation of
regulatory frameworks pertinent to ethical and safe Al use and the promotion of research that considers emerging
technologies, as well as the coordination with international bodies aligned with the best global practices. In definite
terms, the joint action of the different actors is indispensable in establishing contextualized policies and practices
that ensure a positive incorporation of Al in education.

The regulation of Al in higher education presents a global consensus on the need for ethical and responsible
approaches, although their implementation varies noticeably. Spain, as part of the European Union, leads with
a consolidated regulatory framework that integrates Al effectively and transparently. In contrast, the Mercosur
countries, like Argentina, Brazil, Peru, and Chile, show less uniform approaches and significant challenges in
practice. Argentina and Brazil face legal uncertainties and lack of coordination, while Peru advances in the
formulation of policies, although in development stages. Unlike the other countries in the South American block,
Chile stands out for being the country out in front due to the consistency and advance in its regulatory flexibility.
The disparity in the maturity of the norms highlights the difference between the European approach, which is
more integrated and aligned with the SDGs, and the fragmented efforts in the Mercosur. Ethics plays a crucial
role in the regulation of Al, as a common need in the aspiration for sustainable development among all countries,
beyond whatever block they may belong to. In the same vein, technology has to have a positive impact, promoting
principles of equity, transparency, and protection of fundamental rights, above all in the educational environment.
This requires designing and utilizing Al respecting the dignity and rights of all the actors involved in this process,
avoiding biases and discrimination.

In terms of limitations, it is relevant to mention that one of the main limitations is related to the unequal availability
of official and updated information from the countries analyzed, which made a homogenous comparison of
their regulatory frameworks difficult. In the same way, considering the dynamic character of public policies on
the subject of artificial intelligence, some of the documents analyzed could quickly become outdated. Finally,
the analysis centered on normative and strategic sources, without considering studies of implementation or
perceptions of institutional actors, which could be dealt with in future studies.
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